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While in vitro cell based systems have been an invaluable tool in biology, they often suffer from a lack of

physiological relevance. The discrepancy between the in vitro and in vivo systems has been a bottleneck in

drug development process and biological sciences. The recent progress in microtechnology has enabled

manipulation of cellular environment at a physiologically relevant length scale, which has led to the

development of novel in vitro organ systems, often termed ‘organ-on-a-chip’ systems. By mimicking the

cellular environment of in vivo tissues, various organ-on-a-chip systems have been reported to reproduce

target organ functions better than conventional in vitro model systems. Ultimately, these organ-on-a-chip

systems will converge into multi-organ ‘body-on-a-chip’ systems composed of functional tissues that

reproduce the dynamics of the whole-body response. Such microscale in vitro systems will open up new

possibilities in medical science and in the pharmaceutical industry.

1 Introduction

In vitro models of human tissues are invaluable tools for
research and drug discovery. Experimentation with in vitro
models that mimic the in vivo metabolism and respond to
stimuli authentically, i.e. that behave similar to those in vivo,
provide the most meaningful results. While some tissue
models are well established and used successfully for selected
aspects of drug screening (for example the Caco-2 model of the
GI-tract epithelium1), other tissues such as the blood brain
barrier are more difficult to re-create. It has been shown that
the microenvironments in which cells grow play an essential
role in providing important mechanical and chemical cues
that are needed to promote authentic cellular behavior.2

In recent years, the use of microtechnology has become an
indispensable strategy to manipulate cell growth environ-
ments. The size scale at which microtechnology operates is
highly relevant to living tissues. For example, the most
commonly fabricated devices are microfluidic channels of
sizes between 10–200 mm. In comparison, mammalian cells
are 8–30 mm in size, and the diameters of microvascular
capillaries range from 10–500 mm. Adaptation of the micro-
technology in the semiconductor industry to the field of tissue
engineering resulted in various novel technologies, such as
microfluidic cell patterning and manipulation,3 hydrogel

microfabrication,4 and serum-free media formulation for
multiple cell types.5–7 These techniques have allowed research-
ers to place a variety of cell types in physiologically realistic
proximity to each other and thereby create multi-cell type
tissue constructs as well as tissue-tissue boundaries.8 The
stiffness of the substrate and shear stresses exerted on the
cells can be controlled to match the physiological levels.
Furthermore, fluid-to-cell ratios within microfluidic devices
are much closer to physiological levels than in conventional
cell culture dishes. Drug concentrations and fluid residence
times can be more accurately mimicked using microfabricated
cell growth reactors.

This review will discuss a variety of in vitro microscale
tissue models, and describe how these single tissue models
can be integrated into multi-tissue devices, often termed
‘body-on-a-chip’ or ‘human-on-a-chip’ devices.9,10 One of the
most important advantages of microtechnology in terms of
body-on-a-chip devices is that the tissue chambers can be
connected by a set of microfluidic channels mimicking blood
vessels. Testing new drugs for toxic side effects or activated
compounds as a result of liver metabolism is one of the most
important considerations in drug development.11 Body-on-a-
chip cell culture platforms can simulate tissue-tissue interac-
tions in a more physiologically realistic manner, improving the
efficiency of drug development process.

2 Microfabricated organ models

Microfabrication technology has been applied to mimic
various organ systems. Novel strategies have therefore been
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developed to reproduce certain aspects of the necessary tissue
environment in vitro. In vivo tissue traits recreated in vitro so
far include tissue geometries,12 cell compositions,13 biomole-
cular gradient,14 and mechanical movement.15 In this section,
we describe how microfabrication strategies have been applied
to the development of accurate representation of in vivo organs
and how they led to more authentic in vitro organ function-
alities.

2.1 Microvasculature

Microfluidics, dealing with extremely small quantities of
liquid in microscale channels, is an ideal technology for
recreating the microenvironment of the vasculature. Several
factors are involved in the microenvironment of the blood
vessels, including fluidic shear stress, peristaltic movement,
chemical gradient, and cell to cell communication. The low
Reynolds number typically achieved in a microfluidic system
enables precise control of these factors, allowing researchers
to study the combinatorial effect of the factors.

The fluid dynamics and transport phenomena inside
microfluidic systems can be analyzed theoretically. In simple
cases an analytical solution may be obtained but it is more
typical to use a computational method. The flow inside a
microfluidic channel can be analyzed by solving Navier–Stokes
equation, assuming incompressible fluid:

r
L~u
Lt

~{r~u+~u{+pzg+2~u (1)

(Rate of change of momentum) = (Convective force) + (Pressure
force) + (Viscous force)

Where u is the velocity field (m s21), r is the density (kg m23), g is
the viscosity (Pa s), p is the pressure (Pa). In the simple case of a
long, cylindrical tube with the radius R, the steady-state flow rate
can be described by following equation.

Q~
pR4

8g
{

dp

dx

� �
~

pR4

8g

Dp

L
(2)

Where Dp is the pressure drop across the channel with the
length of L and g is viscosity (Pa s). The eqn (2) relates the
volumetric flow rate with the pressure drop and the geometry
of the channel (the radius and the length). An analogy to an
electrical circuit can be made by relating the flow rate (Q) to
the current (I), and the pressure drop (Dp) to the voltage drop
(DV), then an equation similar to the Ohm’s law can be
written.

DV = IR (electrical wire), Dp = QR (fluidic channel) (3)

In fluid dynamics, the resistance R is dictated mainly by the
geometry of the channel. In the case of a rectangular channel
with a high aspect ratio (w & h), the resistance can be
described by the following equation:

R~
12mL

wh3
(4)

Analogy of a microfluidic system with an electrical circuit
allows a network of microfluidic channels to be analyzed in a
similar manner.16,17 For example, the fluidic resistance of
serially connected microfluidic channels is the same as the
sum of fluidic resistance of all channels. In a similar manner,
the reciprocal of the fluidic resistance of parallel-connected
microfluidic channels is the same as the sum of the reciprocal
of the resistance of all channels.

Microfluidic systems allow researchers to precisely control
the parameters that define the microenvironment of in vivo
tissues, enabling parametric study of the relationship between
environment and cellular behavior. Young et al. used a
microfluidic device to study the adhesion properties of
endothelial cells in the presence of various extracellular matrix
(ECM) proteins and fluidic shear stresses.18 The fluidic shear
stress in a parallel plate is determined by the geometry of the
channel and the fluid velocity in the following manner:

t~
6mQ

wh2
(5)

where m is the viscosity, Q is the flow rate, w is the width and h
is the height of the channel. A unique advantage of using
microfluidics was demonstrated in a study that used a
microscale channel with a tapered profile, generating a wide
range of shear stresses.19 It is noteworthy that in many studies,
a combinatorial effect of various environmental factors on cell
behavior was studied, for example ECM proteins and shear
stress,18 signaling molecules and shear stress.20,21

While polydimethylsiloxane (PDMS) is the most popular
material for microfluidic systems and carries many advan-
tages, the material properties of the PDMS surface are not
biologically relevant.22 On the other hand, ECM proteins or
hydrogels provide scaffolds that resemble the natural in vivo
tissue environment better than PDMS.23 Also hydrogels are
more porous than PDMS, allowing molecular diffusion inside
the hydrogel scaffold.24 Therefore, many efforts have been
directed toward fabricating hydrogel into a microfluidic
scaffold.25,26 Other hydrogels have been used to create
microfluidic devices, such as polyethylene glycol diacrylate
(PEG-DA),27 and fibrin.28 While these approaches focused on
creating a rather simple representation of the blood vascu-
lature, a different approach focused on recreating a more
complex vasculature network. A sacrificial molding technique
was used to create an interconnected network inside a scaffold
made of collagen28 or PDMS.29

2.2 Lung and gas transfer

In the lung, the interface between air in the alveoli and blood
in the surrounding capillaries is characterized by a bilayer of
alveolar epithelial cells and microvascular endothelial cells, as
well as surfactant and mucus produced by specialized cells in
the epithelium. This interface acts primarily to deliver oxygen
to and remove carbon dioxide from the blood, but also acts as
a physical barrier to inhaled insults.30 The microenvironment
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for the epithelial–endothelial bilayer includes an air–liquid
interface with appropriate partial pressures and dissolved gas
concentrations and mechanical stretching resulting from the
action of breathing. Several microdevices have been designed
to recreate portions of the lung physiology. The physiological
epithelial monolayer using an air–liquid interface has been
developed.31 This air–liquid interface was shown to influence
the integrity of the epithelial layer and to increase the
production of surfactant, similar to the native epithelium in
the lung. A microfluidic device was used to model the airway
architecture to simulate abnormal obstruction of small
airways and to study the effect of liquid plug propagation
and rupture on the alveolar epithelial cells lining the alveoli.32

The addition of a surfactant significantly reduced damage to
the epithelium, providing evidence that such a device may be
useful for evaluating methods for reducing airway damage due
to occlusion and clearing of small airways. The addition of
mechanical stretch to a device with similar fluid-based airway
obstruction produced a device that combined physiological
solid mechanical stresses with fluid stresses on alveolar
epithelial cells.33

Recently, a PDMS system that incorporated both an air-
facing epithelial cell monolayer and a liquid-facing endothelial
cell monolayer of the alveolar-capillary air–liquid interface was
produced.15 The two layer device was designed to allow

controlled mechanical stretching of the endothelial–epithelial
bilayer, mimicking the mechanical cues present in the lung
during breathing. When mechanical stretching was applied to
the bilayer system under flow, organ-level responses to
bacteria, adhesion of neutrophils, and pathogen phagocytosis
were recreated. The extremely high gas permeability of PDMS
commonly used for these types of devices limits the on-device
control and measurement of the gas concentrations in the
media and air phases on the device, both of which are
important for recreating the microenvironment of the alveoli.
Iterative computational fluid dynamics and experimental flow
visualization were used to design microfluidic paths and
internal structures to control the liquid side flow in a silicon-
based device (Fig. 1(A)).34

2.3 Liver metabolism and in vitro metabolism

The first-pass metabolism refers to the metabolism of a drug
during oral absorption. Before a drug reaches the systemic
circulation, it goes through the intestine and the liver, where it
is metabolized by intestinal enzymes, microbial enzymes, and
hepatic enzymes. The liver is strategically located behind the
gastrointestinal (GI) tract to detoxify xenobiotics, and receives
blood from the GI tract through the portal vein. Since it has as
profound effect on the final effect of a drug, reproducing the
liver metabolism in vitro has been of great interest. The liver

Fig. 1 Microfabricated organ systems mimicking various organ tissues. (A) Lung on a chip device modeling an alveolus and layout of fluid side of lung-based body-on-
a-chip device fabricated in silicon. Reprinted from Long et al.34 with permission from Springer. (B) BBB on a chip, consisting of two perpendicular channels separated
by a membrane. Reprinted with permission from Booth et al.60 (C) The contractility of heart tissue is measured using the muscular thin film (MTF). Reprinted with
permission from Grosberg et al.79 (D) A microfluidic bioreactor for 3D liver tissue engineering. Reprinted with permission from Domansky et al.40 (E) Microscale
hydrogel scaffold mimicking the intestinal villi geometry. Reprinted with permission from Sung et al.41 (F) Cantilever for detecting myotube contraction. Above: SEM
micrograph of silicon cantilever array at 606 magnification. (scale bar = 5004 m), Below: Confocal micrograph detailing top down view of a single cultured myotube
on a cantilever. (scale bar = 204 m). Reproduced with permission from Wilson et al.86 (G) Microvascular network in 3D tissue scaffold made of collagen matrix.
Reprinted with permission from Zheng et al.26
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metabolism can be divided into two types of reactions; phase I
and phase II metabolism. The phase I metabolism includes
hydrolysis, oxidation, and reduction reactions while the phase
II metabolism mainly consists of conjugation reactions.35

Cytochrome P450 enzymes play dominant roles in the phase I
reaction, while various enzymes such as uridine diphospho-
glucuronosyl transferase (UGT), glutathione S-transferase
(GST), and sulfotransferase (ST) are involved in the phase II
reactions.

Various in vitro systems for reproducing the liver metabo-
lism have been developed. While liver slices36 or primary
hepatocytes37 are considered to demonstrate metabolic pro-
files similar to the liver over a short period of time, the scarcity
of the model system and the difficulty with using the system
hinders them from being widely used models, especially in
high-throughput settings. Cell lines such as HepG238 or
microsomes39 – cellular subfraction separated from the liver
tissue – are easier to use but may not accurately reflect the
actual liver metabolism. It has been known that the functional
unit of the liver, the acinus, expresses a different set of
proteins depending on the locations within the unit, and it has
been speculated that it might be related to the gradient of
oxygen concentration present in the liver tissue.40

Reproducing the oxygen gradient resulted in heterogeneous
distribution of P450 enzyme activity, consistent with the
distribution of the actual liver.14 Khetani et al. demonstrated
that reproducing the co-culture pattern of primary hepatocytes
and stromal cells improved various liver-specific functions.13

Culturing rat hepatocytes in a 3-dimensional configuration
and exposing the culture to fluidic flow also improved liver
functions.41,42 Mimicking the endothelial–hepatocyte interface
of the liver sinusoid induced rat hepatocytes to organize into
bile canaliculi along hepatic-cord like structures.43

It has been well demonstrated that microfabricated organ
systems can improve liver functions of cultured hepatocytes,
and improved liver function is likely to result in a more
accurate prediction of the metabolic profile of drugs. However,
adaptation into a high-throughput format is important,44 and
newly introduced systems need to be validated against in vivo
hepatic clearance data before it can be implemented into a
drug development process.

2.4 Gastrointestinal (GI) tract and absorption

Since the oral route is generally a preferred method of drug
administration, and the absorption of drugs in the GI tract
plays a dominant role in determining the bioavailability of the
pharmacokinetic–pharmacodynamic profile of the drugs,
predicting the oral drug absorption kinetics early in the drug
development process is important. The in vivo environment of
the GI tract is extremely complex, consisting of various factors.
The GI tract in human male adults is several meters long, with
circular tissue geometry. The lumen is separated by several
layers of tissues containing mucosa, muscle, and blood
vessels. The inside lining of the epithelial layer of the small
intestine is covered with villi, which increase the absorptive
surface area.1 One distinctive feature of the GI tract is that it is
under complex mechanical movement, including segmental
contraction, peristaltic wave, and microscopic villi motility.45

Another feature of the GI tract is that it is occupied by a large

number of microbes, co-existing with intestinal epithelial
cells.46

The two major in vitro methods for predicting drug
absorption are the Caco-2 model47 and the parallel artificial
membrane permeability assay (PAMPA).48 They mainly test the
permeability of drugs based on passive diffusion across
membranes, and neglect the other mechanisms of drug
transport and complex interaction with microbiota. For
example, the Caco-2 cell monolayer model was able to predict
the absorption coefficient of rapidly and completely absorbed
drugs, while the prediction for slowly and incompletely
absorbed drugs were inaccurate.49

Several attempts to reproduce the microenvironment of the
GI tract have been reported. Sung et al. developed a novel
hydrogel microfabrication method to create collagen scaffold
mimicking the shape of intestinal villi, and cultured Caco-2
cells into a 3-dimensional villi shape.12 Using this 3D villi
scaffold, permeability coefficients were measured and were
shown to be closer to in vivo values than the conventional 2D
model.50 The synergistic effect of crypt topography and
extracellular matrix (ECM) proteins on the Caco-2 cells was
investigated by fabricating a collagen scaffold mimicking the
crypt structure.51 Kim et al. developed a microfluidic device for
co-culturing eukaryotic HeLa cells and bacteria (E. coli) by
compartmentalizing the device with a pneumatic valve to
study the interaction of microbes and the epithelial cells.52

Using the elastic nature of PDMS, a device operated with
vacuum was developed to simulate the peristaltic movement of
the GI tract.53

2.5 Blood-brain-barrier (BBB) and central nervous system
(CNS)

The blood brain barrier (BBB) is a complex biological structure
involved in the protection and maintenance of the central
nervous system (CNS) against exogenous compounds present
in the blood. This multi-layer structure acts as a restrictive
membrane separating the blood from the cerebrospinal liquid
but needs to be selectively permeable to essential compounds
such as selected sugar, amino-acids, electrolytes, and water.
The BBB is made primarily of three different cell types
embedded in extracellular matrix which together form the
neurovascular units.54 The microvascular vessels with
endothelial cells are lined by pericytes and astrocytes (glial
cells). The large number of tight junctions present in the brain
endothelium results in a membrane with high values of trans-
endothelial electrical resistance (TEER). Moreover, most of the
exchanges between the two compartments are under the
control of specialized membrane transporters such as
P-gycoprotein. These characteristics make the access to the
brain difficult for drugs and the BBB is a major target for drug
development in the pharmaceutical industry.

Currently, the replication of the BBB is performed in
transmembrane-well plates. Brain microvascular endothelial
cells are cultivated on the top side of the membrane while
astrocytes with or without pericytes are cultivated on the
bottom side.55 Porcine, bovine, rat or murine primary cells
have been used as cell sources for the BBB model, and recently
human stem cells have been proposed to generate blood brain
endothelial cells, astrocytes and neurons.56 Commercially
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available membranes suffer from high flow resistance due to
low to modest porosity and irregular pore distribution which
does not allow a close interaction between cell types.
Microfabricated membranes can address these issues by
reducing the global thickness and create high porosity with
regular distribution of pores. Shayan et al. have developed a
nanofabricated membrane with controlled pore size and low
thickness (3 mm) allowing cell culture.57 They demonstrated
significant reduction of the flow resistance across the
synthetized membrane and maintenance of metabolic activity
and viability for at least three days.

Mechanical stimuli such as shear stress induced by the
blood flow appear to be involved in the differentiation status
of the endothelium.58 A hollow fiber bioreactor has been
developed to overcome the absence of fluid flow and shear in
the standard transwell model,59 where shear stress has been
shown to induce overexpression of genes and proteins of
cytoskeleton, tight-junctions and transporters. However, the
interaction between the different cell types was limited by the
thickness of the fiber (150 mm), and the time required to reach
steady state transendothelial resistance was longer than the
transwell membrane. A microfluidic based system has recently
been developed to combine flow stimulation, integrated
electrodes for resistance measurement and transparency for
observation.60 A porous polycarbonate membrane was sand-
wiched between two PDMS layers containing channels and
culture chambers separating two compartments to allow
dynamic culture.

Investigation of neuronal biology and CNS functionality has
been limited by the lack of pertinent tools to reproduce
physiologically accurate models of the neuronal microenviron-
ment. Development of microfabricated platforms dedicated to
neurobiology has opened new perspectives allowing precise
spatio-temporal control of cellular environment.61 For exam-
ple, the utilization of a micropatterned surface has allowed the
guidance and polarization of axonal/dendrite outgrowth in
dissociated neuronal culture.62,63 The study of the axonal
biology inside a microfluidic chamber was presented by Taylor
et al.61 The authors developed a compartmentalized device
allowing the physical separation of the neuronal body (somal
side) with the axonal extension (axonal side). The platform
demonstrated a significant advantage compared to the
traditional methods by permitting the isolation and growth
of the CNS axon, polarized through microchannels without
somal and dendritic contamination. Another approach offered
by this compartmentalized chamber is the possibility to co-
cultivate neuron with glial cells (for example oligodendro-
cytes).

Multi electrode arrays or microelectrode arrays (MEA) are
widely used for multi-neuron electrical recordings and have
been used to model disease such as Alzheimer’s disease.64

They have been recently improved by the addition of
microfluidic culture chambers and micro patterning techni-
ques.65 One of the limitations of the MEA system has been the
difficulty of isolating the electrical signal of a single cell. By
combining an MEA with replica molded PDMS channels and
wells, Tinturé et al.66 proposed a one-to-one electrode-neuron
recording system. A promising example of this technology was
applied to neurons cultivated in a dual-compartment device

placed on an MEA recording system.67 The two neuronal
populations were interconnected by microchannel networks
allowing the neurite extension, and recording of the electrical
activity combined with a statistical connection map showed
functional connection between the two populations. The use
of MEA devices for in vitro neuronal culture systems has been
recently reviewed.68 This technology offers a significant insight
in neurobiology by potentially permitting the interaction of
different neuronal populations with a simultaneous recording
system.

2.6 Cardiac systems

The use of perfused mammalian hearts for the study of cardiac
physiology, contractile function and pathology was pioneered
by Oscar Langendorff in the late 19th century.69 The system is
still currently used in functional in vitro studies where the
effects of pathological and chemical challenges on the
contractile ability of the tissue can be characterized.70

However, its size, physiological structure and the need for
intricate supporting equipment make it an impractical system
for integrated chip based models. A number of systems have
been developed using single cardiomyocytes to evaluate the
forces generated by these cells. These systems were based on
the observation of deformation of an elastic substrate,71

pillars72 or an attached bead;73 or a piezoelectric force
transducer.74 However, results from a study using a small
number of cardiomyocytes in an array indicated that single
cells may not be suitable for testing contraction function of the
heart.75

While single cell assays are valuable for evaluating the
function of a single cell, larger microtissues of many
cardiomyocytes better mimic the action of cardiomyocytes in
the heart. The forces generated by sheets or films of
cardiomyocytes have been measured by growing the cardio-
myocytes on PDMS cantilevers,76 PDMS films mounted on
posts,77 and PDMS films attached at one end.78,79 The film
configuration of cardiomyocytes has also been incorporated
onto a diaphragm such that when the cardiomyocytes
contracted, the diaphragm deformed and produced a change
in pressure in the chamber.80 Microtissues in a 3D configura-
tion have been tested in a system of coupled vertical cantilever
posts, in which a microtissue between two cantilevers bent the
beams toward each other.81 Microelectrode arrays have been
used extensively for the measurement of the electrical activity
of cardiomyocyte cultures and their use has been reviewed
recently.82 An extension of the system to enable patterning of
the cardiomyocyte was used to evaluate drug effects on
conduction velocity and the action potential refractory period
in cardiomyocyte cultures.83

2.7 Muscle

Techniques for establishing in vitro cultures of primary muscle
cells from both human and rodent sources have been available
for over 30 years.84 Myoblasts in culture retain the hyper-
trophic ability they possess in vivo and are therefore able to
fuse, forming primary myotubes capable of functional
contractile activity.85 To date, the movement towards more
biomimetic and sophisticated in vitro muscle models has
centered on methods for improving the cellular architecture of
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the various culture systems, as well as developing the means to
effectively measure, characterize and maximize the functional
output of the seeded cells.86

Three-dimensional muscle culture systems center on the use
of either synthetic87 or biopolymer88 exogenous matrices as
scaffolds in which to seed the desired cell population. In
culture models utilizing 3D biopolymer matrices, cells
reorganize along the lines of a principal strain, provided by
cellular contraction against fixed posts, and fuse to form
parallel arrays of myotubes capable of performing directed
work.89 Attachment of the culture model’s fixed posts to a
force transducer89 or microscopic measurement of the matrix
movement in the system90 then allows for calculation of the
specific force generated by the cells in culture. While the level
of sophistication in these systems is impressive, the presence
of the biopolymer matrix makes integration of other compli-
mentary cell systems difficult.

Two dimensional culture models are far more amenable to
integration into more complex body-on-a-chip type systems.
Orientation of muscle cells in such models is relatively simple,
relying on patterning of culture surfaces to provide the desired
cellular architecture.91,92 More problematic in these cultures is
generating methods to effectively measure and quantify the
functional output of the cells. The use of cantilever chips in 2D
culture environments represents an elegant method for
measuring the contractile activity of cultured myotubes
(Fig. 1(F)).93 When attempting to develop complex, multi-
organ in vitro systems, such models are attractive since further
patterning of these chips should allow for organized and
controllable integration of other supporting cell types includ-
ing Schwann cells, motoneurons and sensory neurons.

2.8 Neuromuscular junctions (NMJ)

The ability for dissociated primary muscle cells and motor
neurons to generate functional neuromuscular transmission
in vitro was first reported using chick cells by Fischbach in
1970.94 Culture systems utilizing rodent cells were later
developed and widely adopted due to the considerable
advantages associated with the use of mammalian cells for
studying NMJ physiology and function.95

The ability for primary rodent neurons and myotubes to
form neuromuscular contacts in vitro has been demonstrated.5

Electrophysiological recordings from such cultures suggest the
existence of functional neuromuscular transmission, and
spontaneous contraction of the cultured myotubes is observed
and shown to be blocked by treatment with the non-
depolarising neuromuscular blocker D-tubocurarine.96

Culture systems using human and rodent derived embryonic
stem cells (ESCs) with primary muscle and C2C12 muscle cell
line sources have been developed.6 These cell culture methods
have the potential to be used as functional in vitro NMJ
systems as means to test the response of novel therapeutic
compounds in both healthy and diseased synapses. However,
despite these advances in cell culture methods to produce and
demonstrate NMJ formation, these systems have yet to be
incorporated into a system suitable for use in a body-on-a-chip
device.

3. Microfluidic model of whole animals

Ultimately, microfabricated organ systems can be integrated to
simulate the whole-body response to drugs or pathological
challenge. Although individual organ systems are not the
perfect mimic of the in vivo tissues, such integrated model
systems can be a valuable tool for studying multi-organ
interactions. Interaction between two organ systems has been
demonstrated by several groups97–99 and interaction between
three or four organs have also been reported,12,100,101 but a
true dynamic interaction between more than four organs has
yet to be demonstrated. In this section we describe the concept
of pharmacokinetics and the experimental approach to
simulate multi-organ interactions in vitro.

3.1 Concept of pharmacokinetics

After administration, drugs go through a complex process
involving absorption, distribution, metabolism and elimina-
tion (ADME). This complex process results in a time-
dependent change of drug concentration in the target tissue,
which affects the final pharmacological effect of drugs. The
pharmacokinetics (PK) refers to the time-dependent profile of
a substance in a living system.102 While PK plays an important
role in determining the pharmacological effect of a drug,11

there is no in vitro system that can accurately predict the PK of
drugs in humans. Currently available in vitro systems can
recapitulate only a part of the entire process. For example, in
vitro systems for predicting gut absorption kinetics and in vitro
systems for predicting the liver metabolism are frequently
being used in pharmaceutical research, but in vitro systems
that can predict the dynamics of gut absorption followed by
the liver metabolism have only begun to be reported in the last
few years.

A mathematical modeling technique, called PK modeling,
enables prediction of the drug concentration from a given
dose. PK modeling is a technique widely used in pharmaceu-
tical industry for dose optimization, and various forms of PK
models exist depending on the complexity of the model. One
form of a PK modeling approach, called physiologically-based
pharmacokinetic (PBPK) modeling, segregates the body into
organ compartments, which are connected via hypothetical
blood flows. The mass balance for drug concentration in each
compartment results in a set of ordinary differential equation
that can be solved numerically.103 Compared to other simpler
forms of PK models, PBPK models provide a mechanistic basis
for the model. The practical limitation of using a PBPK model
for prediction of drug concentration comes from the difficulty
of obtaining experimental data and finding model parameters,
although various mathematical techniques to circumvent this
problem exist.104 Physical replication of PBPK models are an
ideal in vitro platform to measure parameters, test hypotheses,
and develop novel dosing strategies (Fig. 2).10 As microfluidics
allow precise control of flow and connection of multiple
compartments, compartmentalized microfluidic systems can
serve as an in vitro platform of a mathematical PBPK model.105

The concept of using microfluidic systems as a physical
representation of a PBPK model has been demonstrated.106
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3.2 Microfluidic systems for reproducing organ interactions

The simplest method to reproduce interactions between
multiple organs is to incubate multiple cell types in a common
overlying media and allow the cells to communicate via
soluble signals. Using this concept, primary human hepato-
cytes and mouse fibroblasts were cultured together in a device
termed integrated discrete multiple cell co-culture (IdMOC).107

Using this device, hepatic metabolism and subsequent
cytotoxicity of various compounds could be observed.
However, this device lacked the time-dependent dynamics of
organ interaction, as all components were submerged in a
common medium, providing a homogeneous environment.

The Ahluwali group at Pisa University, Italy published a
series of papers on developing a bioreactor system for
reproducing multi-organ interactions.108 Using this bioreactor
system, an interaction between the hepatocytes (liver) and
adipose tissue (fat) was observed.99 By analyzing various
parameters representing the liver metabolic activity, it was
demonstrated that the connection of the liver and the fat
compartments led to an enhancement of the liver metabolic
activity. More recently the researchers extended their system to
mimic a three-way interaction between the hepatocytes (liver),
adipose tissue (fat), and endothelial cells (blood vessel) on
glucose metabolism100 (Fig. 3(A)). By controlling the glucose
level in the perfused medium, normal and hyper-glycaemia
were mimicked, and the response of each tissue model to
insulin was observed by measuring the metabolites related to
lipid and glucose metabolism.

Recently, several research groups have developed micro-
fluidic systems to reproduce multi-organ interactions and the
dynamics of a drug’s action in the body. Van Midwoud et al.
previously developed a novel perfusion system to incubate
precision cut liver slices and observed improvement in drug
metabolizing activity.109 They extended their work to incubate
a liver slice and an intestinal slice, and connected the two
compartments with fluidic channels to mimic first-pass
metabolism97 (Fig. 3(B)). The interplay between the two organs
was demonstrated by exposing the device to bile acid, which
induced expression of fibroblast growth factor 15 in the
intestinal slice and subsequent down regulation of cytochrome
P450 7A1 in the liver slice.

Mao et al. developed a microfluidic system that reproduced
liver metabolism and subsequent liver toxicity by connecting
compartments containing PEG (polyethylene glycol)-encapsu-
lated liver microsome and liver cell (HepG2) culture, and a
solid-phase extraction system to purify the reaction product.110

59-Diphosphate-glucuronosyltransferase (UGT) metabolism of
acetaminophen and subsequent liver toxicity was character-
ized using this system. A device with a similar concept was
reported earlier by another research group98 (Fig. 3(C)).

In the study by Imura et al., microscale models of the
intestine (Caco-2 cells), the liver (HepG2 cells), and breast
cancer (MCF-7 cells) were integrated to create what they
termed ‘micro total bioassay system’.111 The activity of
anticancer agents and estrogen-like substances were assayed
using this system, and the researchers further improved the
system by adding another compartment for gastrointestinal
degradation prior to the intestinal absorption.112 This com-
partment employed a synthetic digestive juice to reproduce the
digestive process in the stomach by mixing gastric juice, drug
sample and alkaline solution.

3.3 Microfluidics for reproducing the whole-body response

The concept of using a microfluidic device as a physical
representation of a PBPK model was proposed by Shuler in the
early 2000s. Being a physical representation of a PBPK model,
the microfluidic system can serve as a physical model for
reproducing whole-body response and multi-organ interac-
tions. In 2004, Sin et al. reported the fabrication of a three-
chamber ‘microscale cell culture analog’ integrated with an
oxygen sensor.113 Three chambers were fabricated on a 1 inch
square silicon chip, representing the lung, liver and other
tissues, and were connected by fluidic channels representing
the blood flow. Although this study mainly focused on the
fabrication and the operation of the device, it was the first
reported example of using a microfluidic system to study
multi-organ interactions. The advantage of using microfluidics
was that it was possible to control the flow rate so that the
fluid residence time in each chamber was set to be the
residence time of corresponding organs in the human body.
This kind of precise control was not achievable in previous
studies that did not use microfluidics.114 In a study using the
same device, the mechanism of naphthalene toxicity was

Fig. 2 Concept of physiologically-based pharmacokinetic (PBPK) model as a mathematical representation of the human body, and human-on-a-chip as a physical
replication of a PBPK model.
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studied and revealed that the liver metabolism played an
important role in the observed lung toxicity of naphthalene.115

This was the first demonstration that microfluidic systems can
reproduce the multi-organ interaction.

This concept was further developed to fabricate a four-
chamber device to study the efficacy of drug mixtures on
multidrug resistance cancers.101 In this study, the four
chambers represented the liver, bone marrow, uterine cancer,
and MDR variant of uterine cancer. The liver chamber was
included to simulate the liver metabolism, and the bone
marrow chamber was included to simulate the toxic side
effects of chemotherapeutic agents. The pharmacokinetic
profile in the microfluidic device was predicted by developing
a PBPK model based on the device configuration. A micro-
fluidic module to simulate oral absorption was added to the
device and acetaminophen was used to demonstrate the liver
toxicity of acetaminophen after oral absorption and liver
metabolism.116 The silicon-based device was also used to
incorporate 3D cell culture models to better simulate the in
vivo tissue environment.117 The device was further improved to
better simulate the tissue environment by incorporating a
cylindrical hydrogel scaffold and connecting the scaffold with
fluidic channels106 (Fig. 3(D)). This configuration was
intended to mimic the tissue mass surrounded by blood
vessels. Building a PBPK model based on the device and fitting

the model parameters to experimental data revealed some
biological insight into the mechanism of cytotoxicity.

Microfluidic systems to simulate the whole-body response
have often been termed ‘human-on-a-chip’, or ‘animal-on-a-
chip’. Zhang et al. reported a multi-channel, 3D microfluidic
cell culture system (3D-mFCCS), which contained 3D aggre-
gates of different cells to mimic multiple organs in the
body.118 Four human cell lines were chosen to represent the
liver, lung, kidney and adipose tissue. Although the research-
ers did not report the observation of multi-organ interaction
using this device, a notable advantage of this system was the
use of gelatin microspheres to selectively deliver growth
factors to a specific organ (the lung in this case). This type
of technique can be useful for creating organ-specific
environments, while maintaining fluidic connection between
the compartments. A bio-printing method was developed to
seed a cell-laden hydrogel into a microfluidic device to mimic
liver metabolism.119 A similar technique was used to create a
dual-tissue microfluidic chip, containing the liver cells
(HepG2) and mammary epithelial cells (M10).120 This device
was used to test the effect of the radiation and radiation
shielding effect of the pro-drug amifostine. Although these
systems aim to reproduce interaction between multiple
organs, they are mostly limited to reproducing the interaction
between two organs, and the demonstration of more complex

Fig. 3 (A) Schematics of 3-way connected culture, containing the hepatocytes, endothelial cells, adipose tissue. Reprinted with permission from Iori et al.100 (B)
Schematic of two sequentially perfused chambers (GI tract-liver). Reprinted with permission from van Midwoud et al.97 (C) A multi-channel 3D microfluidic cell culture
system (3D-mFCCS), containing four connected chambers on a chip. Reprinted with permission from Zhang et al.118 (D) A microfluidic device for reproducing multi-
organ interaction, containing three chambers connected with fluidic channels. Reprinted with permission from Sung et al.106
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interactions has not yet been reported. However, these
preliminary systems and relevant technologies can serve as a
basis to achieve more complex systems in the future.

4 Remaining challenges

Microfluidic body-on-a-chip systems have been shown to
simulate parts of the human metabolism. The devices are
suitable for screening new drug candidates, testing the toxicity
of environmental contaminants, and conducting studies in the
area of nutritional sciences. However, some challenges remain
to be solved before such systems become more widely used.
First, the usefulness of the devices will be enhanced if they
include more organs than have been shown so far, as well as
make the organ systems more functionally relevant. Currently
four cell-containing chambers are the maximum number of
chambers that have been included in a single chip.
Incorporating more cell types into a single microchip will
require more robust manipulation of fluid and cells, as well as
the ability to monitor multiple cell types simultaneously.
Adaptation into a high throughput format is also essential.
Application of passive-mode flows such as gravity-induced flow
may be a solution to achieving high throughput format.106

Second, many of the developed systems still rely on the use of
immortalized cell lines. Although these cell lines can give an
estimate of tissue behavior, especially if they are human cell
lines, they do not always exhibit all metabolic reactions found
in vivo. Using primary cells, tissue samples or cells derived
from stem cells will enhance the authenticity of the systems.
The use of tissue samples will allow clinicians to test
combinations of drugs on individual samples, thereby
enabling individualized medicine for patients.

Another critical requirement for the success of multi-organ
systems is the development of a blood surrogate that supports
the growth of all tissues within the system. Since the cell
culture media is re-circulated within the devices, all cells are
exposed to the same medium components. The immobiliza-
tion of growth factors within particular chambers and their
controlled release could be one way to solve this problem.118

Similarly, the removal of waste products from the medium
stream will need to be accomplished. A periodic replacement
of part of the volume of the recirculated medium could be a
solution to the problem of waste buildup and the resulting
cytotoxicity as it emulates natural processes (for example
kidney) for removal of toxic metabolic byproducts. Hickman
published the first serum-free, defined culture system for
neuronal systems,121 which has been applied to cardiac,83

hippocampal neurons,122 MNs,123 sensory neurons,124 mus-
cle,125 and NMJ formation.6,7

Body-on-a-chip devices will realize their full potential when
bioanalytics are incorporated into the microfluidic chip. Many
on-chip analytical approaches have been developed, including
electrochemical electrodes, optical sensors, label-free detec-
tion of molecules, field-effect sensors, and cantilevers that
sense changes in mass. These sensors are geared towards
sensing small sample volumes, and sometimes include sample

preparation and separation. For example, Kim and Shuler have
developed an in situ optical detection system that can be
integrated with a microfluidic device to analyze dynamics of
cell viability.126,127 This in situ detection and analysis system
will yield more detailed information about the dynamics of
multi-organ interactions. Ideally, and in order to be applied to
a high-throughput format, these on-chip detection units
should also be cost-effective.

5 Conclusion

An advantage that body-on-a-chip systems provide to drug
toxicity testing is that metabolic reactions, even those that
have not been discovered yet are incorporated within the
devices via the cultured tissues. Comparing the data from
experiments with multi-organ devices with those derived from
mathematical PBPK models will allow for the verification and
improvement of our understanding of specific metabolic
pathways. A discrepancy will point to missing links that can
be investigated further. Further, comparing data from body-
on-a-chip devices that were operated with animal tissues with
results obtained from animal models will validate the body-on-
a-chip concept and give confidence that results from the body-
on-a-chip devices with human cells would be applicable to
humans prior to testing on humans. For this purpose, a
combination of mathematical and experimental approaches is
essential for the effective study of the dynamics of multi-organ
interaction. We believe that such devices will assume an
increasingly important role in pharmaceutical and medical
sciences.
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